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Abstract: The generation of a single anionic or cationic center at an alkaline or acidic pH in
a given molecule presents a unique opportunity to examine the electrostatic make-up of these
molecules both at the neutral or ionic state. The generation of a single cationic center in the
phenyl-nicotinamide system provided new straightforward evidence showing that the charge
density of the electron-deficient pyridinium was actually enhanced by the donation of the
charge from the electron-rich phenyl group (i.e., the pyridinyl became more basic by ca. 0.5
pKa unit compared to an analogous system where phenyl was absent) owing to the electro-
static interactions between these two moieties. On the other hand, the generation of the
5'-guanylate ion in the hexameric single-strand (ss) RNA [5'-GAAAAC-3'], in comparison
with the constituent trimeric, tetrameric, and pentameric-ssRNAs, has unequivocally shown
how far the electrostatic cross-talk (as an interplay of Coulombic attractive or repulsive
forces) in this electronically coupled system propagates through the intervening pAp nu-
cleotide steps until the terminal pC-3' residue in comparison with the neutral counterpart.
The footprint of the propagation of this electrostatic cross-talk among the neighboring
nucleobases is evident by measurement of pKas from the marker protons of ionization point
(i.e., of G) as well as from the neighboring marker protons (i.e., of A or C) in the vicinity, as
well as from the change of the chemical environment (i.e., chemical shifts) around their aro-
matic marker protons (δH2, δH8, δH5, and δH6) owing to a change of the
stacking →← destacking equilibrium as a function of pH.

INTRODUCTION

Hydrogen bonding, stacking interactions, hydration, and stereoelectronic effects [3–5] are some of the
most important noncovalent forces [1,2] that dictate the self-assembly of nucleic acids into different ar-
chitectures. It is, however, the stacking interaction that plays a more dominant role in the self-assembly
of the single-stranded nucleic acid structures, which play important roles in many molecular recogni-
tion and interaction to give specific biological functions. The chemical nature of intra- and intermolec-
ular stacking [1,2,6–21] and/or other aromatic interactions [22–27] involving both nonbiological (in the
section “Aromatic interactions”) as well as biological systems (in the section “Aromatic interactions in
biological systems”) have, therefore, recently become a topic of considerable fundamental interest to
understand biological function as well as to design new molecules and materials.
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Congress on Biodiversity, held jointly in Delhi, India, 26–31 January 2004. Other presentations are published in this issue,
pp. 1–344.
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Studies using vapor pressure osmometry [15], temperature- and pH-dependent NMR [6–10,16],
ORD [12], as well as theoretical simulations [11,13] have earlier been performed with nucleic acids to
elucidate inter- and intramolecular base-base stacking interactions. However, these qualitative studies
failed to show any insight on the electronic nature of such intramolecular base-base stacking. Some
more recent studies have, however, shed considerable light on this complex problem: Recently, the dan-
gling end stabilization studies [17–21] have estimated the strength of stacking in both DNA and RNA
duplex, which has been found to be ca. 0.4–3.6 kcal mol–1. According to Kool et al. [28], aromatic
stacking interaction between nucleobases in water involves electrostatics (dipole–dipole and dipole-in-
duced dipole) interactions, dispersion (momentary dipole-induced dipole) effects, and solvation. The
conformational entropy opposes stacking in single-stranded nucleic acid [2] since the rotational motion
across the phosphate backbone and glycosyl in a dinucleotide step is rather unconstrained. However,
earlier studies qualitatively showed the sequence dependency and negligible salt effect in single-strand
stacking. Very fast forward rate constant (107 s–1) for single-strand stacking [2] and single chemical
shift (NMR time-average) at any pH validates the assumption for pH-dependent two-state model (stack-
ing →← destacking) [9,10] in the NMR time scale. 

AROMATIC INTERACTIONS

The aromatic interactions can be categorized according to the geometries [22,23,25] of interactions:
face-to-face, edge-to-face (T-shaped), and offset (Scheme 1). Several studies invoked that edge-to-face
and offset stacked geometries are energetically favored over the face-to-face interaction among aro-
matic moieties. The major noncovalent aromatic interactions (mostly in nonbiological model systems)
so far identified can be grouped as follows: (i) π–π interaction [22,29], (ii) CH–π interaction (involving
CH of both aryl [30–33] (Scheme 2C), and alkyl [34,35] (Scheme 2B), and (iii) ion–π interaction, in-
volving both cation-π [36,37] (Scheme 2E) as well as anion-π [38–41] (Scheme 2F). Hunter et al.
[22,23,42] invoked offset stacking (Scheme 1b) involving attractive atom-πσ interaction (electrostatic
in nature) and edge-to-face interactions (Scheme 1a) between two aromatic moieties, rather than repul-
sive π–π interaction as proposed in the face-to-face stacking. However, recent studies [29] invoked an
attractive face-to-face aromatic interaction (Scheme 1c) involving the negatively charged π cloud of un-
substituted benzene ring and positively charged π framework of the hexafluoro benzene (C6F6).
Theoretical studies [43] recently showed that dispersion effects other than electrostatics dominate both
aryl CH–π, and alkyl CH–π interactions. However, in all cases, alkyl CH–π interactions are weaker than
aryl CH–π interactions. Dougherty et al. [37] showed that electrostatic and polarization effects are the
dominant contributions in the cation–π interaction. 
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Scheme 1 A schematic representation of different geometries of the aromatic interactions. The negative lobe
represents the π-electron cloud, and the σ-framework has been considered as positive (electron-deficient) except in
the case of hexafluoro benzene [22,43].



However, the quadrupole moment [37] and dispersion effect of aromatic system as well as charge-
transfer interaction occasionally play a secondary role in such processes. Nishio et al. [35] proposed
partial charge transfer arising from through-space proximity between alkyl hydrogen and aromatic moi-
ety as the basis for CH–π interaction (Scheme 2B).

On the other hand, Siegel et al. [26,32,33] proposed a through-space polar (Coulombic)/π contri-
bution as a dominating factor in the electrostatic interactions involved in edge-to-face as well as the cen-
ter-to-edge (i.e., offset) oriented aromatic moieties in the neutral 1,8-diarylnapthalele system. Diedrich
et al. [44] also invoked similar through-space polar/π contribution in the edge-to-face aromatic interac-
tions. Moreover, such polar/π contribution has also been showed in aromatic interactions in the ionic
states involving carboxylate ion/arene [45] and trimethylammonium ion/arene [36,46]. However, Inoue
et al. [47] cited examples of ground-state partial charge transfer process in intra- and intermolecular
stacking involving indole and adeninium rings. Thus, the molecular nature of aromatic interactions still
remains the subject of a major debate.

Aromatic interactions in nonbiological model systems 

Crystal structure of the CT (1:1) complex between aniline and p-dinitrobenzene was the first structural
report [48] showing aromatic rings in a stacked arrangement (Scheme 2A). Stoddart et al. [49] first
identified the edge-to-face interaction in the collapsed empty cavities of crown ethers from solid-state
structure. The direct experimental evidences of intramolecular stacking in solution state have come
from temperature-dependent NMR studies of side-chain-substituted dibenzodiazocine derivatives [31],
concentration-dependent 1H NMR studies [50] of bis-adenine with aliphatic linker, syn/anti epimeriza-
tion by the temperature-dependent NMR of the 1,8-diarylnapthalene [32,33], and the dynamic NMR
studies [51] of substituted benzyl pyridinium bromide. In all of these studies, the rotational free ener-
gies of model aromatic systems have been quantified by the NMR, in order to show that the edge-to-
face aromatic interaction and CH–π interaction are the driving force for the observed conformational
isomerism. Further, the 1H NMR and solid-state studies [52] of molecular zipper complex and metal
tris-bipyridine complex, as well as evaluation of the NH–π interaction-driven intermolecular associa-
tion by NMR showed [53] the influence of such aromatic interaction in bimolecular complex formation.
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Scheme 2 Panels A–F show the different types of aromatic interactions in nonbiological model system.



The geometrical dependence on the strength of aromatic interaction has been observed [54] in flavo-
enzyme mimic. Recent studies [39] invoked a weak noncovalent attractive anion–π interaction
(Scheme 2F) involving the anion and positively charged π framework of the hexafluoro benzene (C6F6).
However, other studies [40] showed an anion–arene interaction having both positive as well as negative
components. The role of heteroatoms (i.e., polar component) and solvent effect in aromatic interaction,
which have been studied [50] by Gellman et al., showed the predominance of polarizibility of the aro-
matic surface over hydrophobicity as major attractive components in such interactions. On the other
hand, Moore et al. studied [55] aromatic interaction between m-phenylene ethynylene-based cyclic and
linear system showing the influence of hydrophobicity in such association. The solvent-dependent aro-
matic interactions in the foldamers [56] have been extensively studied. The NMR studies with chemi-
cal double mutant cycle system showed [23,57,58] the predominating electronic effect over dispersion
forces in edge-to-face aromatic interaction, which is, however, in contrast to what Wilcox et al. ob-
served [31]. 

TANDEM NEAREST-NEIGHBOR AROMATIC INTERACTIONS IN NICOTINAMIDE
DERIVATIVE AS A MODEL

Yamada et al. has demonstrated [59] that by selective shielding of one side of the pyridinium face by
the intramolecular face-to-face stacking (through X-ray crystallography studies) of the neighboring
phenyl ring in a nicotinamide derivative (methyl derivative of 1a), nucleophiles attack only from the
nonshielded side to give exclusively 1,4-adduct over the 1,6-adduct in 99 % ee. 

Electrostatic interaction-mediated pKa perturbation of the pyridinyl group by the
phenyl moiety in the phenyl-nicotinamide system

The pH-dependent 1H NMR studies [60] showed that the basicity of the pyridinyl group (pKa ~2.9–3.0)
in 1a → 1a+ (Fig. 1) could be measured both from the pH-dependent (1 ≤ pH ≤ 7) chemical shifts of
the pyridinyl protons as well as from the protons of the neighboring phenyl and methyl groups. Thus,
the pyridinium moiety in 1a (pKa ~2.9–3.0) becomes more basic compared to that in the standard 2a
(pKa 2.56) due to this nearest-neighbor electrostatic interaction between phenyl and pyridinium moi-
eties. This observation directly provides the first straightforward chemical proof that the nearest-neigh-
bor stacking interaction between two neighboring aromatic residues indeed cross-modulates each
other’s aromaticity.
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Fig. 1 Compounds used in NMR and ab initio studies [60]. The small arrow indicates possible rotational torsions.
The pKa values of pyridine moiety as calculated from each marker proton are shown.



Nearest-neighbor interaction between pyridinyl and phenyl groups 

The differences in relative shielding of pyridinyl protons in protonated 1a+ compared to those in 2a+,
with reference to their neutral counterparts 1a and 2a respectively, demonstrates that the H5/H9-edge
of the pyridinyl group is more affected than the H7/H8-edge (Fig. 2) from the neighboring phenyl ring,
thereby showing a direct evidence of the edge-to-face cation (pyridinium)–π (phenyl) interaction.

The quicker relaxation of pyridinyl (pyridinium) protons in 1a or 1a+ compared to that of the stan-
dards 2a and 2a+ shows that former relaxes through the protons of the neighboring phenyl group, re-
spectively. The ∆T1 (Fig. 3) shows that, for both 1a and 1a+, the H5 relaxes more quickly than any other
protons of the pyridinyl ring [∆pKa ~ 0.5 from δH5, which is slightly (~0.1) higher than all other
pyridinyl protons] followed by H9 and the slowest relaxing protons being H7 and H8. This supports the
preferential interaction of H5/H9 edge of pyridinyl group with the π face of the phenyl moiety. Thus,
this T1 relaxation study clearly backs up the proposed CH (pyridinyl)–π (phenyl) interaction at the
N-state, and cation (pyridinium)–π (phenyl) interaction in the P-state.

The ab initio geometry optimization-based molecular modeling also supported the edge-to-face
interaction in that the distance between phenyl- and H5 proton of pyridine/pyridinium groups of 1a and
1a+ decreases by 0.7 Å upon protonation [60], thereby substantiating our observation that an attractive
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Fig. 2 Molecular modeling based on ab initio (HF/6-31G**) geometry optimization. The distance between H5 and
neighboring phenyl ring d(H5 – Phenyl) is shown for both N- and P-states.

Fig. 3 The plot of ∆T1 (where ∆T1 = [T1]1a – [T1]2a, in sec) at the neutral (N) state for pyridinyl protons (δH5/H9
relaxes quickly compared to δΗ7/δΗ8). The similar trend has also been found for the protonated (P) state.



electrostatic pyridinium (cation)-phenyl (π) interaction is relatively stronger (relatively more upfield
shift of ∆δHP compared to ∆δHN, Fig. 4) than the neutral CH (pyridinyl)–π (phenyl) interaction.

Cascade of pyridinium-phenyl-methyl cross-talk

The fact that the pH-dependent chemical shifts of the phenyl and methyl protons give [60] the pKa of
the pyridine moiety of 1a (but not the methyl protons of 2a) also suggests that the nearest-neighbor
cation (pyridinium)–π (phenyl) interaction also steers the CH (methyl)–π (phenyl) interaction in tan-
dem. It therefore shows that the whole pyridine-phenyl-methyl system in 1a is electronically coupled at
the ground state, cross-modulating the physicochemical property of the next neighbor. This cation (pyri-
dinium)–π (phenyl) interaction in the P-state [60] is indeed more stable (–2.1 kJ mol–1) than that of the
CH (methyl)–π (phenyl) interaction (–0.8 kJ mol–1) in the N-state (corroborating the chemical shift ar-
gument for ∆δHP vs. ∆δHN in Fig. 4). 

IMPLICATIONS

The present pH-dependent 1H NMR study has given straightforward experimental evidence of the intra-
molecular cation–π interaction in edge-to-face geometry, thereby perturbing the pKa of the pyridine-ni-
trogen in the presence of the neighboring aromatic group. Thus, this can be used as a major experi-
mental tool to identify the nature of aromatic interaction in a system having a protonation or a
deprotonation site. Interestingly, such a titration method also gives an enormous insight into the ener-
getics, geometry as well as the nature of weak noncovalent contribution in such aromatic interactions,
which are of great importance in molecular recognition pattern in both biological as well as non-
biological systems.

AROMATIC INTERACTIONS IN BIOLOGICAL SYSTEMS

Evidence regarding the nature of intramolecular aromatic interactions in nucleic acids and their com-
plexes [42,61–80] have mainly come from various structural studies. Thus, Hunter et al. first invoked
the presence of offset stacked nucleobases in DNA [42] based on the X-ray crystallographic data fol-
lowed by computer modeling to construct conformation-dependent energy maps based on van der
Waals and electrostatic interactions calculated between stacked bases. Recent crystallographic studies
in RNA have proposed the presence of stabilizing O4' (lone pair)–π (nucleobase) [66], water (lone
pair)–π (nucleobase) [67], as well as water (H)–π (nucleobase) [67] from the proximity calculations.
Rooman et al. [68,69,80] defined and analyzed stair-shaped motifs, which simultaneously involve base
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Fig. 4 The relative upfield shift (in ppm) of the pyridinyl protons (H5/H7/H8/H9) in presence of neighboring
phenyl in 1a compared to its absence in 2a at the N-state (∆δHN > 0) or at the P-state (∆δHP > 0) where ∆δHN =
δH2a – δH1a and ∆δHP = δH2a+ – δH1a+.



stacking, hydrogen bonding, and cation–π interaction in protein-DNA complex through the geometri-
cal proximity found in the X-ray crystallographic database. Recent database studies [71] showed the im-
portance of thymine-methyl/π interaction in the sequence-dependent deformability of DNA. Moreover,
studies [70] based on screening of nucleic acid databases showed that divalent cations [like
Mg(OH2)6

2+] interact favorably with π systems of nucleic acid bases. It has also been proposed [70]
that some critical cation–π interactions may contribute to the stability of the anticodon arm of yeast
tRNAphe and to the magnesium core of the Tetrahymena group I intron P4-P6 domain. Such cation–π
interactions have been also implicated [70] in DNA bending, DNA-protein recognition, base flipping,
RNA folding, and catalysis. Ab initio studies have shown the presence of the aromatic interactions
(mostly of cation–π in nature) [77] between protein and DNA involving positively charged Arg or Lys
side chains and aromatic rings of nucleic acids. The X-ray studies along with calorimetric and fluores-
cence analyses have shown the importance of electrostatic cation–π interaction in the protein recogni-
tion of the m7G part of the mRNA cap structure [63–65]. Similar kinetic and calorimetric experiments
[73] have also identified the key aromatic π−π stacking interaction between Tyr41 and the adenine ring
of bound nucleotides in the active site of an aminoglycoside phosphotransferase enzyme. The impor-
tance of edge-to-face aromatic interactions in preorganization of the peptide secondary structure has
been extensively studied by Waters et al. [74–76]. 

pKa PERTURBATION IN NUCLEIC ACIDS AND PROTEIN FOLDING

pKa perturbation in nucleic acids

Determination and interpretation of pKa of an ionizable group (a basic center for protonation or a dis-
sociable group) in biomolecules highlights the molecular mechanism of its biological function. The
shift in pKa values is an important source of information about neighboring charges, electrostatics,
structural perturbation as well as partial charge distribution over the whole molecule, and differential
hydration of the microenvironment. 

Structural studies [82–95] have revealed that in a large number of RNAs (and in certain cases in
DNAs), the pKa values of nucleobases (particularly adenine and cytosine) are significantly perturbed
relative to that of mononucleotides. Thus, the most effective acid-base catalysis can be performed with
ionizable groups having pKa near the physiological pH of 7, thereby accounting for widespread use of
histidines in protein enzyme active sites [81]. NMR studies with leadzyme showed the perturbed pKa
of 6.5 for the adenine (A25) at the active site [83,84]. Similarly, adenines within the internal loop at do-
main B of the hairpin ribozyme showed perturbed pKa values ranging from 4.8 to 5.8 [85]. The shifted
adenine pKa value 6.2 for A+.C wobble base pair have been found in an internal loop in domain A of
the hairpin ribozyme [86]. A perturbed pKa ~7.6 for an adenine (A2451) in the ribosomal peptidyl trans-
ferase center has been reported [87]. However, research by Xiong et al. [88] showed contradictory re-
sults, which proposed pH-independent behavior of A2451 dimethylsulfate modification in ribozyme of
Thermus aquaticus and Mycobacterium smegmatis. The perturbed pKa 6.4 for uracil in the ternary
uracil DNA glycosylase complex has also been reported [89,90]. Studies from Nakano et al. [91] as well
as Lupták et al. [92] showed moderate perturbation of pKa to near neutrality for active-site cytosine
(C75) in HDV ribozyme. Similar pKa perturbation for cytosine has also been observed [93] from stud-
ies on self-cleaving ribozyme. Similarly, The A+.C wobble base pairing involving adenine with per-
turbed pKa 6.6 has also been reported [94,95] for DNA oligomer. 

The shift of the pKa values of nucleobases at the active site in ribozyme toward neutral pH (in
ground- rather than transition-state perturbation [96,97]) might arise from: (i) the stabilization by
H-bonding (by wobble base pairing [83–85,94,95]), (ii) salt-bridge formation [84] or stabilizing (for the
protonated nucleobase) and destabilizing (for the deprotonated nucleobase) interaction with the
phosphodiester moiety in the steric proximity, and (iii) the change in the structural microenvironment
(by folding or unfolding) [97]. 
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Thus, it is likely that a local hydrophobic pocket around a specific nucleobase (created by fold-
ing) may reduce the local dielectric of the microenvironment [97,98], thereby increasing the pKa val-
ues. Alternatively, a relatively greater exposure of a specific nucleobase to the aqueous medium may
give a pKa value very similar to that of a mononucleotide counterpart. This is consistent with the fact
[98] that the pKa in general decreases (i.e., more acidic) as the dielectric of the medium increases. A
particular example of this phenomenon can be found [98] in the recent determination of pKa for
–COOH group in salicycilc acid, which showed pKa of 6.6 in DMSO (ε = 48) and 2.9 in water (ε = 78). 

However, the proton is sequestered by the H-bonding interaction through which its pKa perturba-
tion occurs (i.e., by i and ii, see above), thereby becomes ineffective in catalytic participation. On the
other hand, the pKa perturbation via local microenvironment change (as described in iii) is considered
to be a more efficient way to steer the enzymatic properties (both in general acid-base catalysis
[96,97,99,100] and electrostatic catalysis [96,81]) of RNA. 

It has been commented [97] that limited folding pattern (so far discovered), lesser diversity of
polar side chains, and negatively charged (hydrophilic) backbone in RNA compared to those of protein,
apparently, restrict the ability of the former to modulate the microenvironment at the binding sites. On
the contrary, our pH-dependent NMR studies with ssRNAs (see the section “Cross-modulation of
physicochemical character of nucleobases in single stranded ribonucleic acids”), for the first time, has
experimentally demonstated [136–138] that the microenvironment around the nucleobases of RNA
varies widely, and consequently, their intrinsic pseudoaromatic characteristics change in a variable man-
ner depending upon their differential electrostatic modulation through sequence-dependent nearest-
neighbor offset stacking interaction, which forms the current basis of the concept of the extended ge-
netic code (see the section “Implications”).

pKa perturbation in proteins

Unusual pKa values have been observed for many protein residues [97,101–111] at the (i) active site and
implicated in catalytic function, (ii) ligand-binding site, and (iii) protein–protein interaction site. Such
pKa perturbation may arise due to changing electrostatic properties of the binding surface, which mod-
ulates (a) charge–charge interaction between ionizable groups, (b) differential solvent accessibility of
charged side chains, and (c) H-bonding interactions. For example, a pKa 6.36 for glutamate side chain
in rat CD2 has been attributed [103] to mutual electrostatic repulsion. Aspartate side chain pKa of 7.5
in oxidized Escherichia coli thioredoxin has been explained [104] in terms of hydrophobic local envi-
ronment. A perturbed pKa at the binding site of nicotinic acetylcholine receptor [111] has recently been
shown. The pKa of histidine residues at the C-terminus and N-terminus of the folded α-helices of bar-
nase protein are shown [101] to be ~0.5 units higher and 0.8 units lower, respectively, compared to the
unfolded residue. This perturbation of pKa results from the combination of the different electrostatic en-
vironments. The increase of pKa at C-terminus is due to the charge-helix dipole interaction and stabi-
lization through H-bonding, whereas the lowering of pKa has been attributed to the movement of the
side chain away from the protein, thereby promoting solvent-induced electrostatic screening. The posi-
tioning of a charged group affects its pKa in protein as shown [97] in the active-site Lys of acetoacetate
decarboxylase, in which its pKa is perturbed by ~4 units to a value of 6 due to the presence of a nearby
Lys residue. 

Recent NMR titration studies [107,108] with turkey ovomucoid third domain (OMTKY3) and
DNA binding proteins from archaeum Sulfolobus solfataricus (Sso7d) [109] showed that pKa of a par-
ticular residue was sensed by resonances not only in that residue, but also from neighboring residue. In
OMTKY3, the major interactions [108] responsible for lowering of pKa of P1'-Glu19 are H-bonding be-
tween carboxylate of P1'-Glu19 and hydroxyl group of P2-Thr17, the charge–charge interaction between
P1'-Glu19 and P3-Arg21, and the intra-residue H-bonding between carboxylate of P1'-Glu19 and its own
amide group. However, the elevated pKa of P25'-Glu43 might arise due to helix–dipole interaction. The
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perturbation of pKas of the different side chains in Sso7d [109] are due to the H-bonding (between
Glu35 and Tyr33 residues), electrostatic screening as well as formation of salt bridge (between Asp34
and Tys20 residues) within the active site. Thus, the local electrostatic-mediated pKa perturbation has
been shown [107–110] to contribute site-specifically to the pH dependence of the protein stability.
Several other studies [102–106] have come up showing the importance of the electrostatic interaction
of neighboring residues in the overall stability and functions of proteins. 

BIOLOGICAL IMPORTANCE OF SINGLE-STRANDED NUCLEIC ACIDS

The single dangling nucleotide [17–20] at the end of both DNA and RNA duplexes is known to increase
the duplex stability. In more recent studies [21], it has been shown that longer single-stranded dangling
residues (up to tetranucleotide) stabilize the RNA–RNA and DNA–DNA duplexes even slightly more
(by an extra ~0.1–1.0 kcal mol–1) than the single-nucleotide dangling end (~2.0 kcal mol–1). The
ssRNA [18,21] as dangling end stabilizes the helix, which results in specific biological function: (i) The
CCA overhang at the 3'-terminal of tRNA, which is involved in aminoacylation reaction, also stabilizes
[112] the cloverleaf structure of tRNA. (ii) The dangling end adjacent to the codon-anticodon base pair
stabilizes [113] the interaction between mRNA and tRNA. (iii) The dangling nucleotide at the 3'-end of
a pseudoknot RNA is also known [114] to stabilize the stem structure. (iv) Single unpaired base bulges
in RNA duplexes enhance [115,116] the stability of the RNA more compared to the fully base-paired
counterpart, in which both the base identity as well as the nearest-neighbor context have been shown to
be important for the overall stability of the bulges. (v) Recognition and interaction with many ligands
including proteins also take place with ssRNA. 

The comparison of ssDNA dangling end with that of ssRNA showed [19] that the ssDNA motif
with 5'-dangling ends or ssRNA with 3'-dangling ends contribute to the stability of the duplex equally
or more than their ssRNA or ssDNA counterparts, respectively. It has also been shown [20] that polar-
izibility of dangling base correlates with the stability of duplex better than the hydrophobicity.

Many ssDNAs also show [117–130] their functional properties upon binding to specific proteins.
These ssDNA binding proteins belong to either of the two following categories: (i) those that recognize
a particular sequence of nucleic acids like transcriptional regulation [130] or telomere replication [117],
and (ii) those that specifically interact with a particular physical form of nucleic acid [118,122,126] in
a sequence-independent manner like E. coli ssDNA binding protein, RepA protein [126], or RecA pro-
tein [118,122]. The stacking interaction between aromatic side chain of protein and nucleobase is con-
sidered to be a major force in the binding process [119] for those proteins in the second category, which
bind to the single-stranded nucleic acids (SSB proteins). Stacking between aromatic amino acids and
nucleic acid bases (mainly enthalpic in nature) plays an important role [121] in the enzyme specificity
with nucleic acid substrate. In recent studies [131–135], four main ssRNA binding proteins which act
sequence-specifically have been recognized: sex-lethal protein from D. melanogaster [132], N-terminal
domain of polyA binding protein (PABP) [133], Trp RNA-binding attenuation protein (TRAP) [134],
and transcription termination factor Rho protein [135], which binds to a particular ssRNA sequence im-
parting specific biological functions. In all of these interactions, it has been proposed [131] that se-
quence-specific recognition through RNA bases determines the specificity. 

CROSS-MODULATION OF PHYSICOCHEMICAL CHARACTER OF NUCLEOBASES IN
SINGLE-STRANDED RIBONUCLEIC ACIDS 

Specific recognition of the single-stranded nucleic acids is a fundamental requirement in most of the
important biological processes like telomere recognition, DNA replication and repair, transcription,
translation, and RNA processing (see the section “Biological importance of single-stranded nucleic
acids”). In the absence of base pairing, the stacking interaction plays a more important role in the self-
assembly of both ssDNA and ssRNA structures.
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pH-dependent titration of di-, tri-, tetra-, penta-, and hexameric ssRNAs 

The di-ribonucleotides 4a–f (Scheme 3) for the pH-dependent 1H NMR studies (at 298 K) are chosen
[136] such that only one of the two nucleobases in the molecule can be exclusively an alteration of the
electronic character of one aglycon on its nearest neighbor. The pH titration by 1H NMR for each
nucleobase in 4a–f shows [136] that pKa of a particular nucleobase can be obtained (Table 1) from not
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Scheme 3

Table 1 The pKa and related free energy of protonation (∆Go
pKa) from the 1H NMR titration of aromatic marker

protons for di-ribonucleotides (4a–f) and corresponding monomeric nucleoside 3'-ethylphosphates (3b–e).

pKa and ∆Go
pKa from aromatic marker protonsa

Compounds δ H8G δH8A δH2A δH6C δH6U δH5C δH5U

pKa ∆Go
pKa pKa ∆Go

pKa pKa ∆Go
pKa pKa ∆Go

pKa pKa ∆Go
pKa pKa ∆Go

pKa pKa ∆Go
pKa

ApG (4a) 5'AH+ 1.64 9.0 2.88 16.4 2.83 16.2 – – – – – – – –
3'G– 9.42 53.7 9.71 55.4 9.65 55.1 – – – – – – – –

GpA (4b) 5'G– 9.17 52.4 9.11 52.0 9.11 52.0 – – – – – – – –
3'AH+ 1.68 9.6 3.22 18.4 2.94 16.8 – – – – – – – –

ApU (4c) 5'AH+ – – 2.95 16.8 2.95 16.8 – – 2.98 17.0 – – 2.95 16.8
3'U– – – 9.35 53.3 9.33 53.2 – – 9.36 53.4 – – 9.42 53.7

UpA (4d) 5'U– – – –b –b –b –b – – 9.09 51.9 – – 9.09 51.9
3'AH+ – – 3.07 17.5 3.06 17.5 – – 3.12 17.8 – – 3.01 17.2

UpC (4e) 5'U– – – – – – – 9.14 52.1 9.06 51.7 9.06 51.7 9.04 51.6
3'CH+ – – – – – – 3.71 21.2 3.71 21.2 3.71 21.2 3.71 21.2

CpU (4f) 5'CH+ – – – – – – 3.56 20.3 3.48 19.9 3.58 20.4 3.58 20.4
3'U– – – – – – – 9.18 52.4 9.21 52.5 9.18 52.4 9.25 52.8

GpEt (3b) G– 9.25 52.8 – – – – – – – – – – –

ApEt (3c) AH+ – – 3.11 17.7 3.10 17.7 – – – – – – –

CpEt (3d) CH+ – – – – – – 3.84 21.8 – – 3.84 21.8 –

UpEt (3e) U– – – – – – – – – 9.44 53.9 – – 9.43

apKa calculated from respective Hill plot analyses. The error for pKa is in between ±0.01 to ±0.04 and the corresponding error in ∆Go
pKa is between

±0.1 to ±0.2 kJ mol–1. ∆Go
pKa = 2.303*RT* pKa, where R = 8.314 J K–1 mol–1 and T = 298 K. 

bNo titration profile.



only its own aromatic maker protons, but also from the marker protons of the neighboring nucleobase
as a result of cross-modulation of two-coupled π systems of protonated (for A, G, or C) or deprotonated
(G or U) at a given pH in order to show the effect of neighboring nucleobases. This also shows the se-
quence-specific effect in two possible isomeric aglycone combinations in purine-pyrimidine (4c and
4d), purine–purine (4a and 4b), as well as pyrimidine–pyrimidine (4e and 4f) dimers. Similarly, pH-de-
pendent titration (over pH 7.2–12.2 at 298 K) using 1H NMR has been performed for tri-, tetra-, penta-,
and hexameric ssRNAs (5a, 5b, 6–8, Scheme 3) for which the sequences are chosen in such a way that
over the whole titration range, only single-base ionization effect (at 5'-G) can be observed across the
strand. 

Sequence-specific nearest-neighbor interaction and thermodynamics of the offset
stacking 

The pH-dependent chemical shift change [∆δ(N−D), Fig. 6] in any of the aromatic marker protons in ei-
ther of the two coupled nucleobases in dinucleotide monophosphates (4a–f) shows variable electro-
static modulation depending upon the geometry of the offset stacking, partial charge of the heteroatom
as well as the sequence. The thermodynamics of the pH-dependent offset stacking in di-ribonucleotides
(4a–f) are shown [136] in Fig. 5. Among all these dimers, in CpU− the formation of 1-uracilylate as a
function of pH failed to promote any destacking (∆δN–D > 0, see Fig. 5 and [∆Go

stacking]N-state:
–2.3 kJ mol–1 compared to [∆Go

stacking]D-state: –1.9 kJ mol–1). In general, the extent of stacking in di-
ribonucleotides decreases (Fig. 5) [136] in the following order: 5'-purine–purine-3' ≅ 5'-purine–pyri-
midine-3' > 5'-pyrimidine–pyrimidine-3' > 5'-pyrimidine–purine-3' at the N-state. Similarly, the pair-
wise comparison of the ∆δ(N–D) (Fig. 7) of all aromatic marker protons [137,138] of tri-, tetra-, penta-,
and hexameric ssRNAs (5a, 5b, 6–8, Scheme 3) shows how the edge of the nucleobase responds to the
interplay of the nearest-neighbor electrostatic interactions due to 9-guanylate formation. The δH8A in
ssRNA is relatively more destacked [∆δ(N–D) < 0, Fig. 7] [138], showing its significant pH-dependent
change (i.e., greater modulation), compared to that of δH2A. We have argued on the basis of this vari-
able ∆δ(N–D) (Fig. 7) that the increase of pKa of 9-guanylate observed from the neighboring nucleobases
is owing to their enhanced electron density, which is caused by electrostatic interactions [137,138] be-
tween two coupled nucleobases. That the electrostatic interactions between two neighboring aromatic
systems (one is electron-rich and the other is electron-deficient) involve an actual charge transfer is also
evident from the stacked pyridine–phenyl interactions in the nicotinamide derivative 1a (see the section
“Electrostatic interaction-mediated pKa perturbation of the pyridinyl group by the phenyl moiety in the
phenyl-nicotinamide system”) [60], in which the pyridinyl group is relatively electron-deficient,
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Fig. 5 The free energy of stacking (∆∆Go ≅ ∆Go
stacking, in kJ mol–1) [137] for 4a–f at neutral (pH = 6.6), protonated

(pH = 1.9), and deprotonated (pH = 10.4) state. ∆Goo
stacking has been estimated using the relation: ∆∆Go ≅

∆Go
stacking = [∆Go

N/S(298 K)]NpN' – [∆Go
N/S(298 K)]NpEt where NpN' and NpEt signify 5'-nucleotidyl moiety (in bold)

of di-ribonucleoside monophosphate (GpA, ApG, ApU, UpA, UpC, and CpU; see Scheme 3) and nucleoside 3'-
ethylphosphate (NpEt with N = A, G, U, and C; see Scheme 3), respectively.
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whereas the phenyl group is relatively electron-rich. Consequently, the pKa of the pyridinyl moiety in
1a was found to increase by ~0.5 pKa unit because of electrostatic interactions with the neighboring
phenyl group, compared to the analog 2a in which phenyl was absent. The electron-donating character
of the phenyl group in the stacked pyridine–phenyl interactions in the nicotinamide derivative 1a is also
evident by the relative downfield shift of the phenyl group in 1a+ compared to 1a. The absence of any
characteristic charge-transfer band in the UV absorption in neither of the single-stranded dimers or
oligomers or in nicotinamide derivative suggests that the potential difference between the donor and ac-
ceptor in this electrostatic charge transfer must be very low. 

pK
a

shift of 9-guanylate due to electrostatic effect of 3'- and 5'-phosphate vs. nearest-
neighbor nucleobase

Comparison of the pKa of 9-guaninyl in GpEt (3b) and EtpG (3g) shows (Table 2) that the 5'-phosphate
in the former makes the pKa of 9-guaninyl more basic ([∆pKa](3g)–(3b) ≈ 0.32) compared to the 3'-phos-
phate in the latter. This is due to the electrostatic interaction (repulsion) as a result of the spatial prox-
imity of the negatively charged 5'-phosphate and the fused imidazole moiety of the 9-guaninyl system
(in the anti conformation), which causes an effective decrease of the electron density in the imidazole
part [δH8 = 8.078 ppm in EtpG (3g) compared to 8.01 ppm in GpEt (3b)] by donating the charge in the
pyrimidine moiety, thereby producing an overall increase of pKa of the N1 of the 9-guaninyl by
0.32 unit. The pairwise comparison of pKa of 9-guanylate (G–) at the dimer and trimer level, however,
shows (Tables 1 and 2): in GpA (4b)/GpC (4g) giving [∆pKa](4g)–(4b) ≈ 0.39; similarly, in GpApA
(5a)/GpApC (5b) having same phosphate charge shows [∆pKa](5a)–(5b) ≈ 0.13. However, in ApG
(4a)/CpG (4h) giving [∆pKa](4h)–(4a) ≈ 0.03. Thus, the pKa of N1-H of 9-guaninyl residues is sequence-
dependent since the two isomeric dimers and/or trimers have the same phosphate charge, but a differ-
ent 3'-nucleobase. This suggests that the chemical nature of the nucleobase modulates the physico-
chemical make-up of the nearest-neighbor nucleobase more effectively than the phosphates, although
the latter being negatively charged also imparts electrostatic effect through phosphate–nucleobase inter-
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Fig. 7 Effect of the deprotonation of N1H guanin9-yl.



action (depending upon conformation across γ). Moreover, [∆pKa](4g)–(4b) ≈ 0.39 compared to
[∆pKa](4h)–(4a) ≈ 0.03 shows that nearest-neighbor modulation in pG is opposed by the 5'-phosphate ef-
fect when compared to Gp (with 3'-phosphate) in similar dimeric sequences. 

Table 2 The pKa and ∆Go
pKa of 9-guanylate ion (G) from the aromatic

marker protons in di- and tri-ribonucleotides (4g, 4h, 5a, and 5b) and their
corresponding monomeric compounds (3a, 3b, 3f, 3g, and 3j) showing the
electrostatic effect of 3'- and 5'-phosphate vs. nearest-neighbor nucleobase.

pKa and ∆Go
pKa of the 9-guanylate ion (G)a,b

Compounds δH8 δH2 / δH5 / δH6

pKa ∆Go
pKa pKa ∆Go

pKa

GpEt (3b) 9.25 52.8 – –

3'-GMP (3a) 9.33 53.2 – –

5'-GMP (3f) 9.74 55.6 – –

EtpGpEt (3j) 9.57 54.6 – –

5'-EtpG (3g) 9.57 54.6 – –

GpC Gp 9.56 54.5 – –
(4g) pC – – 9.56d 54.5

9.51e 54.3 

CpG Cp – – 9.42d 53.7
(4h) 9.42e 53.7

pG 9.45 53.9 – –

GpApA Gp 9.75 55.6 – –
(5a) pAp 9.74 55.6 9.82 56.0

pA 9.78 55.8 –c –c

GpApC Gp 9.88 56.4 – –
(5b) pAp 9.88 56.4 –c –c

pC 9.89d 56.4
9.90e 56.5 

apKas calculated from Hill plotsref; average error ±0.01 to 0.02. 
b∆GpKa (in kJ mol–1) = 2.303*RT*pKa ; average error ±0.1. 
cNo titration profile.
dFor δH5. 
eFor δH6.

Variation of pKa of 9-guaninyl among different marker protons across the single
strand 

Intrinsic pKa (Fig. 8) at a specific site is the one arising directly from a single ionizable group without
any electrostatic interference of any other titrable or electronic group, as observed in the pKa of N1 of
G in the monomeric GpEt (3b). However, the presence of electrostatic interaction of G with the other
electronic groups such as neighboring nucleobases, phosphates, and the pentose-sugar units across the
single strand causes the modulation/perturbation of the intrinsic pKa of the G (termed as apparent
pKa–1, where ∆pKa = (pKa of G)from δH8G in ssRNA − (pKa of G)from δH8G in GpEt, Fig. 8), as found in
the di-, tri-, tetra-, penta-, and hexameric ssRNAs (4a, 4b, 5a, 5b, 6–8, Scheme 3), which can be quan-
tified by comparison with that of the respective monomer GpEt (3b). In oligo-ssRNAs, the marker pro-
ton from neighboring nucleobases (A or C), as well as the ionic phosphates (which are nontitrable over
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the pH range 7.2–12.5) also show the pKa of G [termed as apparent pKa–2 where ∆pKa =
(pKa of G)from δH8G in ssRNA − (pKa of G)from marker protons (H8A/H2A/H5C/H6C) of ssRNA, Fig. 8] because
of the variable electrostatic interaction of G /G− with those neighboring electronic groups. Three dis-
tinct cases of variation of apparent pKa–2 (with respect to apparent pKa–1) have been observed in this
work: (i) when apparent pKa–2 > apparent pKa–1, it implies an additional electrostatic energy input
from the electronic character of the neighboring nucleobase (Type 2 effect) [137,138]; (ii) when appar-
ent pKa–2 < apparent pKa–1, it suggests an electrostatic screening by the solvent; (iii) when apparent
pKa–1 = apparent pKa–2, it means no additional electrostatic energy input from the electronic charac-
ter of the neighboring nucleobase (Type 1 effect) [137,138]. Thus, the apparent pKa–2 (Type 2 effect)
[137,138] of the G gives the strength of its cross-modulation through the differential electrostatic inter-
action with the variable electronic nature (pseudoaromaticity) of the neighboring nucleobases. Both the
apparent pKa–1 and apparent pKa–2 are site-specific, and thus microscopic in nature [138].

The pKa of 5'-Gp (apparent pKa–1) residue in oligo-ssRNAs as observed from its own δH8G
varies from 9.76 ± 0.01 (in 6) to 9.88 ± 0.01 (in 8). The variation of pKas [∆pKa] for 5'-Gp residue as
measured from the other aromatic marker protons [apparent pKa–2 (Type 2 effect)] of various nucleo-
tide residues [138] across the strand in ssRNA: ∆pKa ≈ 0.9 and 0.14 for hexameric and pentameric
ssRNAs (8 and 7), respectively. Similar ∆pKas [apparent pKa–2 (Type 2 effect)] for tri- and tetrameric
ssRNA (5 and 6) are relatively small. Thus, the corresponding ∆∆Go

pKa
values (in kJ mol–1) [139,140]

of ~5.1 and 1.1 for 8 and 7, respectively, have been attributed to the variable strength of electrostatic
interactions between the electron densities of the involved atoms in the offset stacked nucleobases as
well as with that of the phosphates across the ssRNA strand. Studies with proteins (see the section "pKa
perturbation in proteins") have predominantly showed the perturbation [108–110] with lowering of pKa,
however, few studies have also reported elevated pKa. Thus, our experimental evidences of apparent
pKa–2 (Type 2 effect) (i.e., elevated pKa of 9-guaninyl from the marker protons of neighboring nucle-
obases in a sequence context) have shown new aspects of local electrostatic modulation via nearest-
neighbor interactions in single-stranded nucleic acids. 
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Fig. 8 A schematic representation of the nearest-neighbor electrostatic interaction in hexameric ssRNA (8), thereby
showing the pKa perturbation due to differential modulation of the local microenvironment across the single stand.



Propagation of electrostatic interplay across the single-stranded RNA chain 

It has been observed [138] that the propagation of the interplay of various electrostatic interaction
among offset stacked nucleobases across the hexameric oligo-ssRNA chain indeed extends (NMR de-
tectable) from the first to the sixth nucleotide with maximal effect until the third nucleobase in the hexa-
meric ssRNA (8). This demonstrates that each nucleobase across the oligo-chain is engaged through a
variable electrostatic interaction with the next neighbor(s), depending upon their individual pseudo-
aromatic characters modulated by their respective microenvironments.

It has also been demonstrated [138] that the pseudoaromatic nucleobases in the hexameric RNA
8 as well as other oligo-ssRNAs 5–7 constitute an electronically coupled heterocyclic system right
across the pH range, 6.7 to 12.1. The specific generation of a single guanylate ion in the hexameric RNA
molecule allowed us to demonstrate that the electrostatic atom-πσ interaction indeed extends from the
first to the sixth nucleotide involving each nucleotide step in a stepwise manner (ca. 3.4 Å) in a single-
stranded hexameric RNA in the neutral state. This also shows that the strength of the stabilizing stack-
ing interaction is strongest under the quasi-physiological condition at the neutral state.

The stability of the stacked helical ssRNA conformation is reduced by the destabilizing
anion(G–)-π/dipole(Imδ–) interaction as a result of the generation of the 9-guanylate ion as observed
[138] from relative chemical shift, oligomerization shift as well as sugar conformation analyses in 5–8.
This destabilizing effect in the deprotonated RNA becomes less pronounced as the ssRNA chain length
increases because of opposing atom-πσ interaction (major) as well as minor anion(G–)-π/dipole(Pyδ+)
interactions.

The magnitude of the pH-dependent chemical shift change [see Fig. 7 for ∆δ(N–D) for tri-, tetra-,
penta-, and hexameric ssRNAs (5a, 5b, 6–8)] in any of the aromatic protons in either of the two cou-
pled nucleobases differs in a variable manner [138] depending upon the geometry of stacking, electron
density around the heteroatom as well as the sequence context (Fig. 8). Thus, the physicochemical char-
acter (i.e., the cross-modulation of pseudoaromaticity) of an individual nucleobase in an oligonu-
cleotide is determined in a tunable manner, depending both upon the geometry and the strength of the
nearest-neighbor interaction.

The importance [138] of generating single negatively charged center, upon N1 deprotonation of
9-guaninyl residue in oligo-ssRNAs, is that the nucleobases across the strand become partially elec-
tronically decoupled (destacked) because of Coulombic repulsion, which is evidenced by the destabliza-
tion of the helix, compared to that in the neutral state. As the pH becomes alkaline, the phosphate being
negatively charged repels the negatively charged guanylate anion. The alignment of all other nucleo-
bases in the ssRNA sequence is then dictated by the new stacking orientation and/or planar nucleobase
rotation due to anion(G–)-π/dipole(Imδ–) interaction and guanylate-phosphate repulsion. This is then
modulated in a variable manner depending upon the pseudoaromatic character of the next neighboring
nucleobase and propagating further across the RNA chain in a stepwise manner, thereby steering the
two-state stacking →← destacking equilibria to a relatively more destacked state, causing a destabiliza-
tion of the ssRNA helix. 

CONCLUSION

1. Thus, obtaining the pKas of a single ionization point from all marker protons of each nucleotide
residue in the vicinity allows us to experimentally examine the microscopic change of the elec-
tronic environment around each constituent nucleobase along the RNA chain in a stepwise man-
ner. The net result of this electrostatic cross-talk between two electronically coupled neighboring
aglycones as a result of base-base stacking is creation of a unique set of aglycones in an oligo or
polynucleotide, whose physicochemical properties are completely dependent upon the nearest-
neighbor electrostatic interactions. This has considerable implication in the specific ligand bind-
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ing ability like in aptamer recognition, RNA catalysis, and most probably in codon-anticodon in-
teraction. 

2. The pH titration study offers an in depth understanding of the nature of the electrostatic mediated
self-assembly process by simple intramolecular stacking interactions and the conformational dy-
namics in the single-stranded RNA, which are normally very difficult to measure quantitatively
by state-of-the-art NMR spectroscopy. We have thus demonstrated [60,136–138] above that a
simple 1D NMR-based pH-dependent titration profile can be used as a major experimental tool
to identify the nature of nearest-neighbor aromatic interaction provided the complex has a spe-
cific single protonation or deprotonation site over the pH range studied, as designed in our ssRNA
sequences. Interestingly, such a titration method also gives an enormous insight into the nature of
weak noncovalent contribution in such aromatic interactions by providing the energetics (from
pKa perturbation owing to nearest-neighbor interactions), geometry (from relative chemical shift
change as a function of pH) of such interactions, which are of great importance in molecular
recognition pattern as well as the self-assembly process in both biological as well as nonbiologi-
cal system.

3. The generation of a new anionic center in the oligo-ssRNAs destabilizes the stacked state in a dis-
tance-dependent manner, which can be thermodynamically described using our pH titration pro-
cedure. Thus, pH-titration study with NMR in conjunction with structure elucidation by NMR/ab
initio or X-ray and subsequent Poisson–Boltzmann calculation of the surface potential distribu-
tion may allow us to map the overall electrostatic effect in ssRNA, in general. This may help us
to understand why the sequence context is so important for biological recognition, interaction,
and function of RNA in general. 

4. The sequence-dependent modulation of the pseudoaromatic character of the nucleobases in an
oligo-RNA would change the ligand binding properties both by weak interactions (electrostatic,
hydrophobic, van der Waals) as well as by hydrogen-bonding interactions as found in the ap-
tamers. However, we envision that the spread of these electrostatic interactions along the RNA
chain would depend upon whether the neighboring nucleobases are electronically coupled owing
to offset stacking or not (ON-OFF switch owing to the stacking →← destacking equilibrium). 

5. Thus, in an RNA sequence, P1Q1NQ2P2, the actual physicochemical integrity of N is dictated by
the pseudoaromatic character of both neighboring Q1 and Q2, whose properties are further tuned
by the electronic nature of P1 and P2. Hence, the relative stacking →← destacking in any two adja-
cent nucleotides will actually set the ON and OFF switch for the tunability of the pseudoaromatic
character of a particular nucleobase, N. Thus, the pseudoaromatic character of N can have at least
24 numbers of variations, depending upon the chemical nature of the neighboring Q1 and Q2,
which therefore implies that a given nucleobase sequence in a polynucleotide chain constitutes a
unique extended genetic code, which can be turned ON or OFF depending upon the intrinsic dy-
namics of folding and unfolding within the molecule owing to the sequence context or interaction
with an external ligand.
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